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Motivation



Motivation

• Difficult to perceive high-dimensional data


• Use dimensionality reduction and visualize in 2D


• Linear dimensionality reduction 

• Depicts a transformation matrix  

•  with  high-dim. and  low-dim. 

• Easy to analyze


• Biplot with feature loadings 

W

Y = X × W X Y

W
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• Linear dimensionality reduction 
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•  with  high-dim. and  low-dim. 
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• Biplot with feature loadings 
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W Biplot for the Iris dataset
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Motivation

• Linear projections can’t capture  
complex structures


• Nonlinear dimensionality reduction 

• Difficult to analyze


• There exists no  and no biplot


• Visualize each feature in low-dim. space 

• Examples: t-SNE, UMAP, PHATE, and NNs
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Motivation

• Linear projections can’t capture  
complex structures


• Nonlinear dimensionality reduction 

• Difficult to analyze (not scalable)


• There exists no  and no biplot


• Visualize each feature in low-dim. space 

• Examples: t-SNE, UMAP, and PHATE

W

t-SNE projections for the Iris 
dataset
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Motivation

Feature Clock shows all feature loadings in one plot without 
 for linear and nonlinear dimensionality reductionsW

Feature Clock for the Iris 
dataset
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Method



Method. Step 1

• Apply any dimensionality reduction (e.g., PCA, t-SNE, UMAP, autoencoder)
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Method. Step 2

• Coefficients  of the linear regression (LR) between  and  measure 
feature effects in direction  

•  =  projected at angle 

βθ X yθ
θ

yθ Y θ
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Method. Step 2

• Coefficients  of the linear regression (LR) between  and  measure 
feature effects in direction  

•  =  projected at angle 


• Optimization problem


• For each feature j, find angle  at which coefficient  is maximized

βθ X yθ
θ

yθ Y θ

θ j β j
θ
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Method. Step 3

• Find largest coefficient for each feature j


• Solution from Pythagoras theorem and two linear regression coefficients


•  biggest coefficient,  at angle 0,  at angle 90


• Fit 2 linear regressions for exact solution

β j
θ β j

0 β j
90
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Method. Step 4

• Filter insignificant coefficients using t-test and p-values


• t-test checks the probability of coefficient equaling 0


• Do not visualize  with p-value  0.05β j
θ ≥
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Design Choices



Design Choices

• To explore low-dimensional space at a finer granularity:


• Global Feature Clock for all points


• Local Clock for each class / selected points


• Inter-group Clock to see changes between classes / selected points
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Use Cases



Use Cases. Data Analysis

Inspect what differentiates surviving and dying patients in Support data
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Summary
• Scalable, compact, intuitive technique that enhances explainability


• Mathematically proven 


• Analysis of any nonlinear space


• Open-source installable PyPi package pip install feature-clock
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Summary
• Scalable, compact, intuitive technique that enhances explainability


• Mathematically proven 


• Analysis of any nonlinear space


• Open-source installable PyPi package pip install feature-clock


• Future work


• Estimate the non-linear trajectory of gradients instead of linear regression


• Dynamic visualization via GPU accelerator

Olga Ovcharenko 11



Questions


